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Abstract

Superconducting qubits are efficient realizations of quantum bits. They can be implemented and addressed in a 3D cavity with frequency ranges that are usually around 5 – 7 GHz. A frequency tunable transmon qubit around 20 GHz together with a matching 3D cavity made of oxygen-free copper are designed in this thesis. This qubit-cavity system is then placed in a dilution fridge and measured. The mode splitting of the qubit-cavity system and the periodic tuning of the transmon through an external coil could be observed in the experiments. Time resolved measurements revealed qubit lifetimes of $T_1 \simeq 2 \, \mu s$ and coherence times of $T_2^* \simeq 2 \, \mu s$ using a Ramsey measurement $T_2 \simeq 3 – 4 \, \mu s$ by spin-echo measurement.
1 Introduction

The experiment aims to realize and control the quantum mechanical form of a classical bit. Whereas the classical bit can be in either 0 or 1 state, the qubit, i.e. quantum bit, is described by $|\psi\rangle = \alpha |0\rangle + \beta |1\rangle$ with $|\alpha|^2 + |\beta|^2 = 1$.

Such qubits can be realized by superconducting circuits, which consists of capacitors, inductors and Josephson junctions [1]. The description of such a system is given by the quantization of an equivalent electronic circuit which is the basis for circuit quantum electrodynamics (circuit QED) [2]. In our experiment a qubit is realized by a transmon qubit that is placed inside a 3D cavity, where the two-level system interacts with an microwave cavity field.

The system of the cavity and the qubit is schematically depicted in figure 1 and described by the Jaynes-Cummings-Hamiltonian [3]

$$H_{JC} = \hbar \omega_q \left( \frac{a^\dagger a + 1}{2} \right) + \frac{\hbar \Delta}{2} \sigma^z + \hbar g ( a^\dagger \sigma^- + a \sigma^+) + H_\kappa + H_\gamma. \quad (1)$$

![Figure 1: Schematical description of the cavity-qubit system. The purple color describes the electromagnetic field, the qubit state is colored in green. The interaction between cavity and qubit is indicated by the coupling constant $g$. The decay of the photon and the qubit, are denoted with the letters $\kappa$ and $\gamma$, respectively. Taken from [4].](image)

The first term corresponds to the electromagnetic field in the resonator which is a one-photon field in our experiment. The frequency $\omega_q$ denotes the resonance frequency of the cavity. It is assumed that the qubit can be modelled as a two-level system (second term), where $\omega_q$ denotes the transition frequency between the qubit states. The third term corresponds to the interaction between the cavity and the qubit and is described by the coupling constant $g$. The interaction term shows that we can either have a photon and the qubit in the ground state or the energy of the photon is transferred to the qubit and the qubit is then in the excited state. $H_\kappa$ denotes the decay of the photon and $H_\gamma$ describes the decay of the excited qubit caused by coupling to other modes or due to impurities in the superconductor, adsorption by the chip and others.
Neglecting the decay expressions in the Hamiltonian, we can find the excited eigenstates (dressed states) and eigenenergies [3]

\[
|n, +\rangle = \sin(\theta_n) |n + 1, \uparrow\rangle + \cos(\theta_n) |n, \downarrow\rangle
\]

\[
|n, -\rangle = \cos(\theta_n) |n + 1, \uparrow\rangle - \sin(\theta_n) |n, \downarrow\rangle
\]

\[
E_{\pm,n} = \hbar \omega_r (n + 1) \pm \frac{\hbar}{2}\sqrt{4g^2(n + 1) + \Delta^2}.
\]

Here, $|\uparrow\rangle$ ($|\downarrow\rangle$) denotes the ground (excited) state of the qubit. The angle $\theta_n$ is given by $\tan(2\theta_n) = \frac{2g\sqrt{n + 1}}{\Delta}$ and $\Delta = \omega_q - \omega_r$. The energy of the ground state is given by $E_{\uparrow,0} = -\frac{\hbar \Delta}{2}$. These eigenenergies lead to the spectrum with two specifically interesting regimes around $\Delta \approx 0$ called zero detuning and $g/\Delta \ll 1$ called dispersive regime.

In this first case, the qubit and the cavity are on resonance. Looking at the eigenenergies, we can find that there is a difference of

\[
\delta E := E_{+,n} - E_{-,n} = 2\hbar g \sqrt{n + 1}.
\]

So, the difference of the two energies can be used to compute the coupling $g$.

In the limit of large detuning, $g/\Delta \ll 1$, we can apply the unitary transformation $U = \exp \left[ \frac{\hbar}{\Delta} (a\sigma^+ - a^\dagger \sigma^-) \right]$ and get [3]

\[
U H U^\dagger \approx \hbar \left[ \omega_r + \frac{g^2}{\Delta} \sigma^z \right] a^\dagger a + \frac{\hbar}{2} \left[ \Omega + \frac{g^2}{\Delta} \right] \sigma^z.
\]

One can observe that the cavity resonance frequency is shifted by $\pm g^2/\Delta$ depending on qubit state. This effect can be used for readout of the qubit.

Transition frequencies of the qubits are typically around $\sim 5 - 7$ GHz, e.g. in [5]. In this thesis, the goal is to investigate a new frequency regime for the qubit that is around $\sim 20$ GHz. More precisely, we are interested in the scaling of the transmon properties around this frequency. The work of the thesis includes the design of the cavity which is described in section 2, the design of the transmon qubit that is covered in section 3. An overview of the measurements and the setup can be found in section 4. The results of the measurements and its analysis are given in section 5.
2 Cavity Design and First Analysis

In this section the design of the cavity is described. Difficulties and changes of design compared to other 3D cavities at a frequency of $\sim 7$ GHz, are described. In the second part, the measurement and analysis of the produced cavity are presented.

2.1 Cavity Design

The transmon qubit will be placed in a resonator. A resonator is used to enhance the coupling of the qubit to a microwave field mode and can be used for readout [6]. In our experiment we consider a 3D cavity with conducting walls that is made out of oxygen-free copper. The inside of the cavity is vacuum, except for the transmon chip that is placed inside the cavity. As copper is a non-superconducting material it allows us to apply a magnetic field inside the cavity in order to change the transmon qubit frequency, see section 3.1.

The dimensions of the 3D cavity define the eigenfrequencies which can be computed based on the model of a rectangular waveguide and terminating both sides as

$$ f_{lmn} = \frac{c}{2\pi \sqrt{\mu_R \cdot \varepsilon_R}} \sqrt{\left(\frac{\pi \cdot l}{a}\right)^2 + \left(\frac{\pi \cdot m}{b}\right)^2 + \left(\frac{\pi \cdot n}{d}\right)^2} \quad (7) $$

where $c$ denotes the speed of light in vacuum, $\mu_R$ the relative magnetic permeability and $\varepsilon_R$ the relative permittivity of the material inside the cavity, $a$, $b$ and $c$ are the dimensions of the cavity, and $l$, $m$ and $n$ are integers. A derivation of equation 7 can be found in [7].

Equation 7 was used to get an idea of the dimensions using $\varepsilon_r = 1$ assuming only vacuum as the filling material of the cavity. The first eigenfrequency was targeted to be $\sim 20$ GHz and the second one above $\sim 25$ GHz to ensure that it will not influence our measurements. A first estimation lead to the dimensions $x = 13$ mm, $y = 5$ mm and $z = 9$ mm. The cavity was drawn in CAD based on the standard cavity design from the group using the programme Autodesk Inventor. An example CAD drawing of the cavity can be seen in figure 2. The CAD drawing of the cavity together with the chip was then exported and used as a basis for the electric field simulation with Ansoft HFSS. The simulation was conducted by applying excitations to the two ports of the cavity in a frequency range between 15 GHz to 35 GHz.

The standard cavity design has a rounding of the edges of the rectangle in the $xy$-plane due to limits in machining. In the design process the radius of these edges were adjusted from 2.5 mm to 1 mm to receive a better rectangular cavity, thus closer to the analytically solvable cavity. The chip dimension in $x$-direction was reduced from 4.3 mm to 2 mm in order to have higher eigenfrequencies while keeping the same dimensions. Also, the typically used connectors were changed to a clamped wire like the Rydberg project cavities since we are in a different frequency regime and more importantly, the standard connectors are too large for the small cavity.
In an iterative process the cavity dimensions were adjusted based on the simulation and a subsequent simulation was conducted with the new design. Finally, the dimensions of the parameters were chosen as $x = 10$ mm, $y = 5$ mm and $z = 8$ mm. For this design the first frequency at resonance is predicted by the simulation to be $f_0 = 19.88$ GHz.

### 2.2 Analysis of the Produced Cavity

After machining of the cavity, it was assembled together by brass screws which makes sure that the cavity is hold tight also under cold temperature conditions. A Sapphire chip was placed inside the cavity which takes care of the influence of the transmon chip that we will use at a later stage of the experiment.

We measure the cavity at room temperature by connecting the ports of the cavity to the vector network analyzer (VNA) (Rohde & Schwarz). A TOSM (Through - Open - Short - Match) calibration has to be conducted in the desired frequency range. Using the VNA leads to an analysis of the scattering matrix consisting of the S-parameters $S_{ij}$ depending on the ports $i,j$ of the cavity [7]. More precisely, $S_{21}$ is the transmission of port 1 to port 2 and $S_{11}$ the reflection on port 1.

We use these parameters to find the resonant frequencies of the cavity. In figure 3, the $S_{21}$-parameter, i.e. the transmission, is depicted for a long frequency range both from the simulation as well as the measurements. The simulation predicted the first resonance frequency at $f_1 \approx 19.9$ GHz, $f_2 \approx 33.3$ GHz, $f_3 \approx 34.5$ GHz and $f_4 \approx 35.5$ GHz. The resonance frequency were measured at $f_1 \approx 20.1$ GHz, $f_2 \approx 33.3$ GHz, $f_3 \approx 34.5$ GHz and $f_4 \approx 35.8$ GHz. All resonant frequencies can be observed very clearly except for the second one. The simulated and measured resonant frequencies differ by maximally $\approx 300$ MHz.

To get more information about the cavity, its internal and external losses we have to look at the resonant frequency more carefully. The losses can be obtained by the S
Figure 3: Simulated and measured transmission coefficient as a function of frequency. The measurement was conducted at room temperature.

parameters which are given by the equations

\[
|S_{11}|^2 = 1 - \frac{4\kappa_1(\kappa_2 + \kappa_{int})}{\kappa_{tot}^2 + 4(\omega - \omega_0)^2},
\]

(8)

\[
|S_{22}|^2 = 1 - \frac{4\kappa_2(\kappa_1 + \kappa_{int})}{\kappa_{tot}^2 + 4(\omega - \omega_0)^2},
\]

(9)

\[
|S_{21}|^2 = \frac{4\kappa_2\kappa_1}{\kappa_{tot}^2 + 4(\omega - \omega_0)^2},
\]

(10)

where \( \kappa \) is the loss rate of a resonant photon in the cavity which describes the width of the resonant frequency \( \omega_0 \). The total losses \( \kappa_{tot} = \kappa_{int} + \kappa_{ext} \) are given by the internal and external losses, \( \kappa_{ext} = \kappa_1 + \kappa_2 \) with \( \kappa_1 \) and \( \kappa_2 \) corresponding to the two ports of the cavity, respectively. The equations can be obtained by extending the theory in [8] to a two port cavity.

Figure 4 shows the results of the transmission and reflection measurement at room temperature. The modulus of the different S parameters are plotted in an logarithmic scale. The resonance frequency is found to be \( f_0 \simeq 20.13 \) GHz which is close to the value from the simulation. The internal losses of the cavity are given by \( \kappa_{int}/2\pi \simeq 3.9 \) MHz. The internal losses of the cavity can be reduced by cleaning the cavity with citric acid. The internal quality factor is given by \( Q_{int} = \frac{f_0}{\kappa_{int}} \simeq 5 \cdot 10^3 \) at room temperature. The input (1) and output (2) coupling microwave antennas are placed asymmetrically with \( \kappa_1/2\pi \simeq 0.98 \) MHz and \( \kappa_2/2\pi \simeq 2.0 \) MHz. This arrangement is based on reducing the amount of reflection on the ports. Here, we limit the losses at port 2 by the expected value of \( \kappa_{int} \) at cryogenic temperatures and using the relation \( \kappa_2 \simeq \kappa_{int} \simeq 2\kappa_1 \), we can reduce the reflection on port 1 to \( \approx 20 \% \) on resonance. The external quality factor is then given by \( Q_{ext} \simeq 6.7 \cdot 10^3 \) at room temperature. The variables \( A_1 \) and \( A_2 \) account for small offsets of the reflection parameter of port 1 and 2, respectively.
Figure 4: Transmission and reflection measurements of the first cavity mode at room temperature. Each S-parameter is individually fitted, in orange, and all S-parameters are fitted together, in black. The fitted parameter results are presented in the table.

<table>
<thead>
<tr>
<th>Estimate</th>
<th>Standard Error</th>
<th>Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_0$</td>
<td>20.1303</td>
<td>7.27829 x 10^{-4}</td>
</tr>
<tr>
<td>$k_1$</td>
<td>0.98363</td>
<td>0.00315291</td>
</tr>
<tr>
<td>$k_2$</td>
<td>2.01010</td>
<td>0.00636327</td>
</tr>
<tr>
<td>$\chi_{\text{int}}$</td>
<td>3.91235</td>
<td>0.0151965</td>
</tr>
<tr>
<td>$A_1$</td>
<td>-0.19546</td>
<td>0.00348258</td>
</tr>
<tr>
<td>$A_2$</td>
<td>-0.160569</td>
<td>0.00355825</td>
</tr>
</tbody>
</table>

The measurements were repeated for different cavity orientations as well as removing the pins from the cavity and putting them back by removing the pin clamp, see figure 5. The pinclamp design was necessary due to the limited space on this particular cavity.

We found that the cavity allows for good reproduction of the measurements. In an iterative process, the microwave antennas were removed from the cavity and then put back inside the cavity, while keeping the setup of the pins fixed. The measurement in figure 6 shows that the different cavity losses in each step of the iteration change by maximally 5%. This reproduction behaviour is essential since we have to replace the Sapphire chip with the Transmon chip by removing the pin clamp of the cavity.
Figure 5: 3D drawing of the cavity (dark red) with the pin clamp constituents (red). The pin clamp consists of one H-shaped part, which is fixed onto the cavity, and two smaller parts that clamp each of the wire connectors.

Figure 6: Reproduction measurement. In each iteration the microwave antennas were removed from the cavity and then put back inside the cavity. The measurement shows the changes in the internal losses $\kappa_{\text{int}}$ and external losses $\kappa_1$ and $\kappa_2$. 
3 Transmon Design

In this section we present the design of the transmon chip. Difficulties and changes of design compared to other transmons are discussed. First, the physics of a Transmon qubit is briefly discussed, then the design process is described.

3.1 Transmon qubit Hamiltonian

At first, one could assume that a qubit can be realized by a quantized LC-oscillator. However, rather than having two distinct energy states, that we want to denote with $|0\rangle$ and $|1\rangle$, the harmonicity of this system leads to many energy states with the same energy difference which makes it difficult to work with two energy states only. Therefore, an anharmonicity needs to be introduced that helps to work with selected energy states. [1].

In our experiment the qubit is realized by a LC-circuit with a superconducting material. A Josephson junction consists of two superconducting electrodes which are separated by a thin insulating layer, see figure 7, which is used as a non-linear inductance that satisfies the anharmonicity requirements at low temperature [1].

The effective Hamiltonian of the Transmon system reads [9]

$$H = 4E_C \left( \hat{n} - n_g \right)^2 - E_J \cos \hat{\phi},$$

(11)

where $n_g$ is the effective charge offset, the quantum mechanical operator $\hat{n}$ denotes the charge number, i.e. the number of Cooper pairs difference between the two electrodes, and $\hat{\phi}$ denotes the phase difference of the two superconductors. $E_C = \frac{e^2}{2C_{\Sigma}}$ denotes the

![Figure 7: Top: Schematic of a Josephson junction which consists of two superconducting electrodes that are separated by a tunnel oxide layer. Bottom: Josephson junction model with an irreducible Josephson circuit element in parallel to a parallel plate capacitance formed by the two electrodes. Taken from [1].](image-url)
The equivalent capacitance $C_{\Sigma}$ is given by the junction capacitance $C_J$, the capacitance between the two pads of the transmon (island and reservoir) $C_{I-R}$ and the capacitance between each of the pads and the cavity $C_{I-C}$ and $C_{R-C}$.

charging energy where $C_{\Sigma}$ is the equivalent capacitance which is given by

$$C_{\Sigma} = C_J + C_{I-R} + \frac{1}{C_{I-C}} + \frac{1}{C_{R-C}},$$  \hspace{1cm} (12)$$

where $C_J$ is the junction capacitance, $C_{I-R}$ is the capacitance between the two pads of the transmon and $C_{I-C}$ and $C_{R-C}$ respectively, denote the capacitance between each of the pads and the cavity, see figure 8. $E_J$ is the Josephson energy.

In this setup we work with a two Josephson junction in parallel which is known as a superconducting quantum device loop (SQUID loop) which allows for qubit frequency tuning. The flux through this loop can be adjusted by a magnetic field which makes the Josephson energy $E_J(\Phi_{ext}) = E_J \cos(\pi \Phi_{ext}/\Phi_0)$ adjustable [1]. It is dependent on the external magnetic flux $\Phi_{ext}$ which can be varied by applying a magnetic field that penetrates the SQUID loop. The magnetic field can be obtained by an external coil.

The transmon is operated in the regime $E_J/E_C \gtrsim 50$, where the influence of the charge noise on the energy levels is low [9]. In this limit, the eigenenergies $E_m$, $m \geq 0$, are given by [9]

$$E_m \simeq -E_J + \sqrt{8E_CE_J(m + 1/2)} - \frac{E_C}{12}(6m^2 + 6m + 3).$$ \hspace{1cm} (13)$$

### 3.2 Transmon-cavity coupling

We need to calculate the coupling constant $g$. For this we will start by deriving the classical interaction Hamiltonian and then quantize it. Consider an electric field $\vec{E}_0$ oriented parallel to the pads as depicted in figure 9. The corresponding electric potential is given by $V_0(\vec{r}) = -E_{cav} \cdot x$. The charges on the pads are taken as $Q = Q_1 = -Q_2$ due to the symmetry of the system and their corresponding distribution by $\rho(\vec{r}) = \rho_1(\vec{r}) + \rho_2(\vec{r})$. The interaction Hamiltonian is then given by the interaction of the charges with the
Figure 9: Schematic of the transmon exposed to an electric field.

\[ E_{\text{cav}} = \int \rho(\vec{r}) V_0(\vec{r}) d\vec{r} = -E_{\text{cav}} Q d_{\text{eff}}, \]

where we introduced the effective distance between the pads given by

\[ d_{\text{eff}} = \int \rho_N(\vec{r}) \cdot x \, d\vec{r}, \quad \text{where} \quad \rho_N(\vec{r}) = \frac{\rho_1(\vec{r})}{|Q|} + \frac{\rho_2(\vec{r})}{|Q|}. \]  

This computation was realized with the software Ansoft Maxwell using Qsurf for the surfaces of the island and the reservoir. For simplification only the large surfaces (in the \( xy \)-planes) were taken into account.

Unfortunately, we could not find a way to directly export the effective distance while doing an optimetric analysis. In [10], VBA programming was used to automatically get the result. In that work, it was found that the effective distance approaches the geometrical distance between the center of the two pads for bigger separations between them whereas for smaller distances it was found to be smaller. Due to moderate gain of knowledge on one side and large time investment on the other side, the effective distance was computed by approximating the charge distribution uniformly on the pads rather than explicitly computing the effective distance for each of the possible Transmon designs using the charge surface simulation.

So far we have only considered the effective distance with respect to the geometric capacitance. However, we have the junction capacitance and the geometric capacitance in parallel in our system, therefore, \( Q_J = C_J V \) and \( Q_{\text{geo}} = C_{\text{geo}} V \). Thus, the effective distance is given by

\[ d_{\text{eff}} = \frac{Q_J \cdot d_{\text{eff,}J} + Q_{\text{geo}} \cdot d_{\text{eff,}\text{geo}}}{Q_J + Q_{\text{geo}}} \approx d_{\text{eff,}\text{geo}} \frac{C_{\text{geo}}}{C_J + C_{\text{geo}}}. \]  

This effect was forgotten in the original design. It will lead to a reduced coupling constant.
Now we go to the quantization. The electric field can be written as \( \hat{E} = E_0 (\hat{a}^\dagger + \hat{a}) \), where \( E_0 = \sqrt{\frac{\hbar \omega}{2 \pi V}} \) with \( V \) being the mode volume. For the charge we write \( \hat{Q} = -2e \, \hat{n} \).

Then we can consider the interaction part of the Hamiltonian to find

\[
H_{\text{int}} = -E_{\text{cav}} \, Q \, d_{\text{eff}} = 2e \, \hat{n} \, d_{\text{eff}} \, E_0 (\hat{a}^\dagger + \hat{a})
\]

\[
H_{\text{int,JC}} = \hbar g \, (a^\dagger \sigma^- + a \sigma^+) \]

Using \( \sigma^+ = |e\rangle \langle g| \) and \( \sigma^- = |g\rangle \langle e| \) we compute \( \langle e| H_{\text{int}} |g\rangle \) for both representations and find [9]

\[
h g_{eg} = 2e E_0 d_{\text{eff}} \, \langle e| \hat{n} |g\rangle \simeq 2e \, E_0 \, d_{\text{eff}} \, \frac{1}{\sqrt{2}} \left( \frac{E_J}{8 E_C} \right)^{1/4} \quad (16)
\]

The mode volume

\[
V = \int_{\epsilon_r(\vec{r})} \frac{d^3 \vec{r}}{\max(||\vec{E}(\vec{r})||^2)}
\]

of the cavity, where \( \vec{E}(\vec{r}) \) describes the electric field and \( \epsilon_r \) the permittivity, describes the volume of mode inside the cavity. Using an empty cavity for the computation gives a first estimation of the mode volume \( V \approx 100 \, \text{mm}^3 \). The presence of the chip was taken account of in the computation by analytically adding the permittivity in the numeric integration of the cavity field simulation with the chip inside of the cavity. In the simulation we deal with artefacts at the boundary of the cavity. In order to minimize these effects, we perform the simulation with different mesh sizes, vary the lengths in all directions by \( \text{var} \) and compare the ratios of the volumes \( V_{-\text{var}}/V_{\text{full}} \) to the ratios of the lengths \( 1 - 2\text{var}/L \). It turned out that the best match is given by a mesh size of 0.2 mm where \( V \approx 96.7 \, \text{mm}^3 \). Here we used a variation in \( y \)-direction of \( \text{var} = 0.5 \, \text{mm} \) in the ratio perspective where the variation of the electric field due to artefacts is reduced.

### 3.3 Transmon Design Process

The transmon design is based on the typical design where two superconducting pads joined by a SQUID junction are placed on a Sapphire chip. The dimensions of the pads of the transmon as well as displacement between the pads lead to different capacitances, frequency ranges and other quantities of the qubit. In a first approach the pads were designed to be symmetric for simplification. Using the software Ansoft Maxwell, the capacitances of the pads as well as the capacitances between the pads and the cavity were computed for different pad dimensions and displacements between the pads. The simulation is based on the Optimetrics tool where voltage excitations for the cavity and the two pads were set. We present the used equations for our design in the following.

- The Josephson energy is given by \( E_J = \frac{\hbar \Delta_{SC}}{2e} \cdot \frac{2A_J}{R_n A_J} \). Here, \( \Delta_{SC} = 162 \, \mu\text{eV} \) denotes the superconducting gap of the junction material and \( R_{n,A_J} \) denotes the surface normal resistance of the junction with \( R_n = \frac{R_{n,A_J}}{2A_J} \). The formula can be derived using \( E_J = \frac{h I_c}{2e} \), where \( I_c \) is the critical current of the superconductor, and the Ambegaokar-Baratoff formula for tunnel junctions at \( T = 0 \, \text{K} \), \( I_c R_n = \pi \Delta_{SC}/2e \) [11].
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• The junction capacitance is given by $C_J = 2C_{AJ}A_J$ where $C_{AJ} \simeq 60 \text{ fF/µm}^2$ is the junction capacitance per area for typical Al–AlO$_x$–Al junctions produced in our lab. To receive a capacitance we have to multiply this by the area $A_J$ of the junction. The multiplication by 2 arises from the fact that we have two junctions in parallel in the SQUID loop. The junction area $A_J$ is defined by equation 17 such that we reach the desired qubit frequency. In our limit of $E_J \gg E_C$, we simplify the equation to $h \cdot f_{01} \simeq \sqrt{8E_JE_C}$. Using the expression for $E_J$ and $E_C = \frac{e^2}{2C_{Σ}} = \frac{e^2}{2(C_{Σgeo} + C_J)}$ together with the expression of the junction capacitance $C_J$, one can isolate the junction area and gets $A_J \simeq \frac{C_{Σgeo}}{h f_{01} h_{n,A_J} - 2C_{AJ}}$.

• Compared to usual transmon designs with a frequency around $\sim 7 \text{ GHz}$, we need to reach different values for the Josephson energy $E_J$ and the charging energy $E_C$ in order to reach a frequency of $\sim 21 \text{ GHz}$. Based on equation 13, we have

$$h \cdot f_{01} = E_1 - E_0 \simeq -E_C + \sqrt{8E_JE_C}.$$  \hspace{1cm} (17)

As mentioned above, the transmon is operated in the regime $E_J/E_C \gtrsim 50$, so getting to the desired frequency essentially reduces to increase $E_J \cdot E_C$ by a factor of 9. We increase both energies by a factor of 3 to keep a similar ratio as in the cases of usual transmon designs. The needed junction energy is represented as function of the charging energy for different qubit frequencies on figure 10a along with the solutions provided with different the junction area. The points where the lines cross then define the solutions. One can clearly observe that decreasing the junction surface resistance (full vs. dashed lines) leads to a decrease of the needed junction energy. Figure 10b demonstrates that this solution also leads to smaller junction area.

• The dispersive shift is the frequency shift that the cavity frequency is shifted due to the cavity-qubit coupling, where we consider the two transition frequencies $f_{0 \rightarrow 1}$ and $f_{1 \rightarrow 2}$. $\alpha \approx E_C$ denotes the difference in the transition frequencies caused by the anharmonicity of the Josephson junction.

• The Purcell-limited lifetime $T_{\text{Purcell}} = 1/\Gamma_P$ corresponds to the spontaneous emission which is given by the rate $\Gamma_P = \frac{g^2}{\Delta^2} \kappa$, where $g$ is the coupling strength of the resonator, $\Delta$ is the detuning of the qubit and resonator frequency and $\kappa$ is the resonator dissipation rate. This relation is only valid in the dispersive limit.

• The coupling constant $g$ needs to be sufficiently high such that the dispersive shift is high enough so we can actually readout the qubit state as discussed in section 1. On the other hand, if it is chosen too large, we are no longer able to measure the intrinsic lifetime of the qubit but are limited by the Purcell-limited lifetime.

• The charge dispersion describes the variation of the energy levels of the Transmon with respect to environmental offset charges and gate voltage [9]. The equations for the charge dispersion as well as transmon dephasing time $T_{\text{charge}}^2$ can be found in [9].
Figure 10: (a) Solution representation as function of charging energy. Needed junction energy for different frequencies in blue. Junction energy corresponding to charging energy for different transmon geometries and junction thicknesses (equivalent to surface normal resistance $R_{n,A_j}$) while varying junction area in red. Vertical line is showing the crossing of solutions that was used. The orange curve with corresponding right axis gives the ratio of junction and charging energy for a 24 GHz transmon. (b) Solution representation as a function of junction area (curves start at smallest achievable junction area by our fabrication). Needed junction energy for a given geometry with different frequencies in blue. Junction energy for different junction thicknesses which are equivalent to normal resistance times junction area $R_{n,A_j}$ in red. The orange curve with corresponding right axis gives the ratio of junction and charging energy for a 24 GHz transmon.
The used equations for the transmon design are summarized in table 1.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Josephson energy</td>
<td>$E_J = \frac{\hbar \Delta_{SC}}{2 e^2} \frac{2 A_J}{R_{n,A_J}}$</td>
</tr>
<tr>
<td>Junction capacitance</td>
<td>$C_J = 2 C_{A_J} A_J$</td>
</tr>
<tr>
<td>Junction area</td>
<td>$A_J \simeq \frac{U_{g_{area}}}{\hbar f_0 \kappa_{n,A_J}} - 2 C_{A_J}$</td>
</tr>
<tr>
<td>Qubit frequency</td>
<td>$\hbar \cdot f_{01} = E_1 - E_0 \simeq -E_C + \sqrt{8 E_J E_C}$</td>
</tr>
<tr>
<td>Coupling constant</td>
<td>$g = \frac{2 e}{\sqrt{2} \hbar} \left( \frac{E_J}{E_C} \right)^{1/4} d_{\text{eff}} E_0$</td>
</tr>
<tr>
<td>Dispersive shift</td>
<td>$\chi = g^2 \left( \frac{1}{\omega_{01} - \omega_f} - \frac{1}{(\omega_{01} - \alpha) - \omega_f} \right)$</td>
</tr>
<tr>
<td>Purcell-limited lifetime</td>
<td>$T_{\text{Purcell}} = \frac{\Delta}{g^2}$</td>
</tr>
<tr>
<td>Charge dispersion</td>
<td>$\varepsilon_{\text{charge}} = \frac{2}{\pi} \left( \frac{E_J}{2 E_C} \right)^{5/4} \exp \left( -\sqrt{\frac{8 E_J}{E_C}} \right)$</td>
</tr>
<tr>
<td>$T_{2 \text{charge}}^2$</td>
<td>$T_{2 \text{charge}}^2 = \frac{\hbar}{4 \pi \varepsilon_{\text{charge}}}$</td>
</tr>
</tbody>
</table>

Table 1: Equations for the calculated quantities that were used to determine the Transmon design.

Due to a rather high coupling and low Purcell-limited lifetime, the pads were designed to be asymmetric in a new approach. The dimension parallel to the connection of the two pads was fixed while the other dimension as well as the displacement between the pads were varied in the simulation. The final chip design is shown in figure 11. The calculations for characteristic values such as the coupling constant or Purcell-limited lifetime for different transmon designs are stated in figure 12.
Figure 11: Final chip design. The green letters show the parameters based on which the computations of the quantities in figure 12 were computed.

Squid loop = 3.5 * 3.5 \, \text{um}^2
Junction parameters
Rn = 200 \, \text{Ohm.\,um}^2
Area (one junction) = 257 \, \text{nm} \times 257 \, \text{nm} = 0.0663 \, \text{um}^2
Ej expected = 63.7 \, \text{GHz}
Rj = 1.51 \, \text{KOhm}
Ec = 928 \, \text{MHz}
f_{\text{max}} = 24 \, \text{GHz}
calculation based on Cj = 60 \, \text{fF/um}^2$, $\Delta C_{\text{gap}} = 162 \, \text{ueV}$
Figure 12: Different solutions for different transmon geometries with a maximal frequency of 24 GHz with a junction normal area resistance $R_{n,A} = 200 \, \Omega \cdot \mu m^2$, with a 19.87 GHz resonator and 2 MHz cavity linewidth for the estimations of Purcell-limited lifetime and dispersive shift. The green background gives the values of the designed transmon.
3.4 Produced Transmon

The produced transmon chip is shown in figure 13. The transmon chip is placed inside the cavity and is fixed by two small pieces of Indium on each of the two sides where the transmon is placed into, see figure 13a. It turned out that the designed chip was not producable because pads were designed too close to fabricate the junction. The residual exposure of the photoresist inbetween the pads was not sufficient to support the bridge for the junction. Therefore, the SQUID loop had to be placed outside of the two pads rather than inbetween as was designed, see figure 13b.

![Image of transmon chip](image13a.png) ![Image of close-up of transmon chip](image13b.png)

Figure 13: Images of the transmon chip produced with fabrication number 180508 and probed normal resistance 1.43 kΩ. (a) Produced transmon chip placed inside the cavity. (b) Close-up of the produced transmon chip.

A follow-up simulation lead to slightly increased values of the capacitances, namely $C_{I-C} = C_{R-C} = 11.8$ fF rather than 10.7 fF and $C_{I-R} = 9.58$ fF rather than 7.59 fF. The charge distribution of the pads is depicted in figure 14.
Figure 14: Simulated charge distribution of the produced design. The left part in figure 13b is depicted in (a) top and (b) bottom. The right part is depicted in (c) top and (d) bottom.
4 Measurements

This section gives an overview of the conducted measurements with the qubit-cavity system. First, the theoretical background of the measurements will be outlined which summarizes the typical measurements conducted with a qubit-resonator system. Then, the measurement setup of the experiment is described.

4.1 Theoretical summary of measurements

4.1.1 Rabi oscillation

Consider two levels of an atom, i.e. the ground state \(|g\rangle\) and the excited state \(|e\rangle\). The atom may interact with light via the dipole interaction. Assuming the field to be \(\vec{E}(t) = \hat{\epsilon} E_0 \cos(\omega t)\) with an angular frequency of \(\omega\) and \(\hat{\epsilon}\) the unit polarization vector of the field. Then the Hamiltonian of this system is given by the atomic part and the interaction part \(H_{\text{int}}(t) = \vec{d} \cdot \vec{E}\) where \(\vec{d}\) is the atomic dipole operator. The Rabi frequency is given by \(\Omega = \frac{|\langle g| \hat{\epsilon} \cdot \vec{d} |e\rangle| E_0}{\hbar}\).

Let \(|\Psi\rangle = c_g |g\rangle + c_e |e\rangle\) be the atomic state. Using the Schrödinger equation \(i\hbar \partial_t |\Psi\rangle = H |\Psi\rangle\) and assuming that the atom is initially in the ground state we find

\[
c_g(t) = e^{i\Delta t/2} \left[ \cos \left( \frac{1}{2} \tilde{\Omega} t \right) - i \frac{\Delta}{\tilde{\Omega}} \sin \left( \frac{1}{2} \tilde{\Omega} t \right) \right]
\]

\[
c_e(t) = -ie^{i(\Delta t/2-\omega t)} \frac{\Omega}{\tilde{\Omega}} \sin \left( \frac{1}{2} \tilde{\Omega} t \right)
\]

where \(\tilde{\Omega} = \sqrt{\Omega^2 + \Delta^2}\) is the generalized Rabi frequency. The details of the derivation can be found in [12]. The modulus of these coefficients describe the occupation probability of the corresponding state. Using this, we can observe that the oscillations are dependent on either the time or the Rabi frequency which itself is dependent on the amplitude of the applied electric field. Therefore, Rabi oscillation can be performed when either the amplitude of the applied pulse \(E_0\) or the length of the pulse \(t\) is varied.

The Rabi measurement is used to as a calibration measurement for the pulses that are applied in the measurements [13]. The measurements that are conducted are described in the following.

4.1.2 Energy-relaxation and coherence time

\(T_1\) measurement The energy-relaxation is a spontaneous decay which is related to the interaction of a quantum system with its environment. To determine the energy relaxation time \(T_1\) the following experiment can be performed. A \(\pi\)-pulse is applied to the qubit, bringing the qubit into the excited state. After waiting for \(\Delta t\), the qubit state is measured, see figure 15. Performing many such experiments with different time delays \(\Delta t\) leads to a characteristic exponential decay \(\propto e^{-\Delta t/T_1}\), from which \(T_1\) can be extracted. [14].
Note that $T_1$ among others includes the spontaneous emission, whose rate is given by the Purcell rate $\Gamma_P = \frac{g^2}{\Delta^2} \kappa$, where $g$ is the coupling strength of the resonator, $\Delta$ is the detuning of the qubit and resonator frequency and $\kappa$ is the resonator dissipation rate.

**Ramsey Measurement** The phase decoherence time $T_2^*$ relates to the energy decay rate $1/T_1$ and an additional decoherence rate arising from fluctuations of the qubit transition frequency, called pure dephasing [14]. The Ramsey experiment is an implementation of this measurement. The experiment starts with a $\pi/2$ rotation around the $y$-axis to bring the qubit to the $x$-axis in an equal superposition. After a free evolution time $\Delta t$ a second $\pi/2$ rotation is performed around the $y$-axis, followed by the measurement of the qubit, see figure 16. Similarly to the energy-relaxation time, we can extract the decoherence time by repeating the experiment which leads to an exponentially decaying envelope that is proportional to $e^{-\Delta t/T_2^*}$, where $\frac{1}{T_2^*} = \frac{1}{2T_1} + \frac{1}{T_\phi}$. The first term denotes the possibility of the qubit to make a transition from the excited to the ground state (or the other way round), the second term describes decays owing to random fluctuations in the precession.
time that cause the different qubits to get out of phase with each other [16]. In our case, we do not consider many states at a single time which is the case for NMR, but average over many measurements of the single qubit. Thus, we consider temporal fluctuations rather than spatial fluctuations [16].

Spin-Echo Measurement  Another measurement that can be performed is the spin-echo measurement [17]. Essentially, this is a Ramsey measurement with a $\pi$-pulse between the two $\pi/2$-pulses. The measurement is schematically depicted in figure 17. A $\pi/2$-pulse is applied (A) which takes the qubit into the $xy$-plane (B), where it precesses around the plane (C). After a time $t$ a $\pi/2$-pulse is applied (D) which leads after the same time $t$ to an echo (F). Then another $\pi/2$-pulse is applied after which the measurement is conducted. Due to the $\pi$-pulse the phases accumulated during the time intervals $t$ where the qubit precesses freely are subtracted from each other [18]. Different times $t$ of the two pulses which leads to an exponential decay with the characteristic time $T_2$.

![Figure 17: Measurement scheme for coherence time $T_2$. Modified after [19].](image)

4.2 Measurement Setup
The measurement setup of the experiment can be divided in two sections. First, we have the dilution frigde in which the sample is placed and second, the setup for the generation of the microwave pulses to obtain different qubit lifetimes and coherence times, respectively. These setups are described in the following.

4.2.1 Dilution fridge
The cavity with the transmon chip inside was placed in the dilution frigde Bluefors 1 as depicted in figure 18. The input signal passes through three 20 dB attenuators on the...
3 K, 100 mK and base temperature level. Then it reaches the cavity which is located in the base temperature level, i.e. around ∼10 mK. The output signal passes through two circulators and a High-Electron-Mobility-Transistor (HEMT) amplifier. Both devices are specific for the used frequency range.

A coil is attached to the cavity which allows to tune the transmon qubit transition frequency. The cavity is placed inside two magnetic shields of µ-metal to reduce magnetic fluctuations.

4.2.2 Microwave generation

A special up-conversion setup was used which is depicted in figure 19. This setup uses a In-phase and Quadrature (IQ) mixer at low frequency which generates an intermediate frequency signal at 4 GHz from the Arbitrary Waveform Generator (AWG) around 120 MHz and a Local Oscillator (LO) around 4.12 GHz. The signal passes through a low-pass filter, a DC block and a switch which allows to measure the power of the signal.
or passing further. In the latter case, the signal passes through some attenuators and is amplified. After another DC-block the signal is multiplied in by a three-port-mixer with another LO around 16 GHz. Through the subsequent high-pass filter, the carrier and the sideband frequency at 16 GHz and 12 GHz, respectively, are strongly suppressed. After another DC-block, some more attenuators and an amplifier, the signal is finally reaches the input line of the dilution fridge.

The down-conversion of the output signal used in the experiment is depicted in figure 20. The signal passes through some amplifiers and attenuators as well as a high and low pass filter. Then a three-port-mixer is used with a LO to downconvert the output frequency. Then the signal is further attenuated, amplified and passes some low-pass filters. Finally, the signal is detected by a Field Programmable Gate Array (FPGA).
5 Results

This section presents the results obtained during the measurements of the cavity-qubit system in the dilution fridge. First, the obtained data close to resonance of the system is shown which allows to extract the basic parameters of the system. Then the qubit lifetimes that were introduced in section 4.1 are presented and discussed.

5.1 Tuning the qubit frequency around resonance

As a first step, two-tone spectroscopy and measurements of the cavity transmission around its resonant frequency are conducted. A two-tone spectroscopy gives two frequencies as an input, namely the resonant frequency of the cavity and a second frequency which is scanned over a frequency range, and measures the response of the cavity-qubit system. The combined result of these two measurements is depicted in figure 21a. The graph is roughly centered around the sweet spot and shows the typical anti-crossing when the qubit is resonant with the cavity. Each of the different measurements is fitted as can be seen in red in figure 21b. In solid black the theoretical spectrum of the cavity-qubit system is shown which has been adjusted manually, leading to the following parameters of the system.

The eigenfrequency of the cavity is found to be at $f_{\text{cav}} \simeq 20.0453 \text{ GHz}$ which is slightly lower than the one that was measured at room temperature, where the inside of the cavity was filled with air rather than vacuum, but slightly higher than the eigenfrequency
predicted by the simulation. The current offset is given by 0.267 mA and the current period is found to be 3.123 mA.

A two-tone measurement with the qubit largely detuned from the cavity ($\Delta \gg g$) can be used to estimate the charging energy. This can be obtained by two-tone measurement of the qubit transition frequency between the ground and excited state $f_{ge}$ and the 2-photon transition between the ground and the second excited state $f_{gf}/2$. Using equation 13, we know that $f_{ef} = f_{ge} - E_C/h$ and thus $E_C/h = (f_{ge} - f_{gf}/2) \cdot 2 \approx 732$ MHz. This value is quite far away from the designed value of $E_C/h = 928$ MHz. A possible explanation could be that the junction surface capacitance is actually larger than the 60 fF/$\mu$m$^2$ assumed. Taking the capacitances of the produced transmon into account, we find the junction surface capacitance to be 82.8 fF/$\mu$m$^2$. This value is higher than the normal values around 50–75 fF/$\mu$m$^2$ as stated in [20]. It is also possible that the capacitances are different because probing the sample may cause damages on the surface which can lead to different geometric capacitances.

The maximal qubit frequency is found to be $f_q \approx 20.341$ GHz. The qubit, however, was designed for a maximal frequency of 24 GHz. The reduced frequency can be explained by the fact that the charging energy as well as the Josephson energy are lower than originally expected from the design.

The maximal Josephson energy can be computed using equation 13 once we know the charging energy and the maximal qubit frequency which leads to $E_J/h \approx 75.8$ GHz, which is the same value as for the manual adjustment of the theoretical model. The designed value with $E_J/h \approx 83.7$ GHz is higher. A possible explanation is that the assumed normal resistance per area of $R_{n,A_J} \approx 200$ $\Omega$.$\mu$m$^2$ is different in our production process. Considering the measured value of the Josephson energy, we expect $R_{n,A_J} \approx 221$ $\Omega$.$\mu$m$^2$.

The coupling constant can be estimated by a measurement where the cavity and qubit are close to resonant, see figure 22a. In the manual adjustment of the theoretical model, the coupling constant is found to be $g/2\pi \approx 59$ MHz. This value is slightly different from the one expected from our design with $g/2\pi \approx 70$ MHz. The remaining discrepancy could be from the fact that we probe the transmon and therefore, damages can occur which have an effect on the coupling constant.

The data from spectroscopy conducted in figure 21 can be further processed by fitting the line widths of the cavity-like mode. As we can observe in figure 22b, the linewidths decrease when the qubit approaches the resonant frequency of the cavity. At resonance the cavity and qubit state are mixed which leads also to a mixing of the decays, i.e. on resonance decay of the eigenstates is given by the average of the two subsystem decays. Therefore, since the losses of the cavity are reduced at this region, we conclude that the qubit lifetime is longer than the one of cavity photons.
5.2 Time resolved measurements

The energy-relaxation and decoherence times of the qubit can be extracted by the time resolved measurements as depicted in figure 23 for the qubit with a frequency of 18.462 GHz. The measurement is conducted and analyzed with QubitCalib which was programmed by the group. Each of the measurements was averaged over 60,000 experiments. The measurement procedure is the following: As a first step, a Rabi measurement is conducted to find the corresponding π- and π/2- pulses. Then a first Ramsey-experiment is conducted with a detuning of ±4 MHz of the qubit frequency in order to measure the qubit frequency more precisely. Then another Rabi measurement is conducted to extract the exact pulses needed for the subsequent lifetime measurements, i.e. first, the Ramsey measurements which yields \( T^*_2 \), then the energy relaxation time measurements that allows to extract \( T_1 \), and finally, the spin-echo measurement which allows us to conclude for \( T_2 \).

These kind of measurements were conducted for different qubit frequency. The corresponding lifetimes are depicted in figure 24. Additionally, the Purell-limited lifetime is shown as well as a total \( T_1 \) curve that is based on the idea that we do not have only the Purcell lifetime but also an assumed intrinsic frequency-independent lifetime, i.e. \( T_1 = \frac{1}{T_{1,\text{Purcell}} + T_{1,\text{int}}} \) with \( T_{1,\text{int}} = (1.96 \pm 0.01) \mu s \). It can be observed that all times decrease when they approach the Purcell-limited lifetime. All lifetimes are in the order of \( \mu s \). The Spin-Echo time \( T_2 \) is larger than the other times, especially for lower frequencies.

Compared to the 7 GHz tunable transmon qubit in [15], the lifetimes are shorter. \( T_1 \) is about 7 times smaller, \( T^*_2 \) is of similar magnitude and \( T_2 \) is about 2-3 times smaller. Interestingly, \( T_1 \) is of the same magnitude as \( T^*_2 \), whereas in [15] \( T_1 \) was exceeding \( T_2 \).

Another 20 GHz tunable transmon qubit was produced and measured previously in the lab. Here, \( T_1 \) was about two times larger than for the transmon qubit in this thesis.
Figure 23: Example measurements for the qubit lifetimes. The voltage is set to 3.4 V which corresponds to a qubit frequency of 18.462 GHz. The different measurements denote the (a) Rabi oscillation, which allows for calibration of the applied pulses, (b) the Ramsey measurement, whose envelope contains $T_2^*$, (c) the energy relaxation time $T_1$ measurement and (d) the Spin-Echo measurement which yields $T_2$. 
Figure 24: Energy relaxation $T_1$, Ramsey $T'_2$ and spin-echo $T_2$ as a function of the qubit frequency. The Purcell-limited lifetime is depicted with the dashed red line. The total time $T_1$ as a function of the Purcell-limited lifetime and an assumed constant lifetime, see text.

However, $T_2$ is of the same magnitude and $T'_2$ is for our design almost twice as large compared to the other 20 GHz qubit.
6 Conclusion and Outlook

The experiment has shown that the transmon properties in a 3D cavity can be extended to a frequency range around of 20 GHz. The tunability of the transmon worked like it is known from the lower frequency systems. In the spectroscopy measurements the typical properties of the qubit-cavity system were observed. Since our design predictions only matched the results to a certain degree, it would be interesting to further investigate the possible reasons for that. A better knowledge on the junction surface capacitances as well as the effect that can be caused by the SQUID loop being located not inbetween the pads would therefore be of interest.

The time resolved measurements showed that it is possible to achieve qubit lifetimes of the order of $2 - 4 \mu s$. These lifetimes are worse than the ones for the 7 GHz transmon systems, however, the Ramsey $T_2^*$ lifetime is of the same magnitude in both cases. In order to get a better idea of how the transmon behaves at this frequency range, it could be of interest to test different transmon designs and also check the evolution of the measurement results when performing the measurements at different times.
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